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Abstract. This paper describes the progress of a machine translation system
from Chinese to English. The system is based on a reusable platform of MT
software components. It's a rule-based system, and some statistical algorithms
are used as heuristic functions in parsing as well. There are about 50,000 Chi-
nese words and 400 global parsing rules in the system. The system got a good
result in a public test of MT system in China in Mar. 1998. It is a research ve-
hicle up to now.

1 Introduction

The current level of Chinese-English machine translation is much lower than that of
English-Chinese machine translation in China [1], because the analysis of Chinese is
more difficult than that of English. There are several commercial Chinese-English
MT systems in the software market, but most of them are of little practical use value.
TransEasy is a new Machine Translation System from Chinese to English we de-
veloped. We try to make it a practical Chinese-English MT system.
The basic information of the system is as follows:

System Name: TransEasy

Developer: Institute of Computing Technology, Chinese Academy of Sciences
Institute of Computational Linguistics, Peking University

System Builders and contacts:
Qun Liu, Shiwen Yu, etc. (the authors of this paper)

System Category: research vehicle

System Characteristics:
Translation Speed: about 40,000 Chinese Characters per hour
Domains Covered: no specific domain
Input Formats: plain text
Output Quality: about 70% of the translations are understandable



* Resource: Lexicon: 50,000 entries of Chinese Words

Rulebases: less than 400 rules in the global parsing rulebase
» Hardware and Software: IBM/PC compatible

Windows 95 or NT with Chinese environment (GB Code)

2 General MT Development Platform

The development of the Chinese-English MT System is based on a General MT De-
velopment Platform [7].

The development of a MT system is tedious work. MT systems for different lan-
guage pairs, or even MT systems of different kinds, have many common data struc-
tures and algorithms. Making these data structures and algorithms reusable, will
greatly reduce the work of development. The Platform provides this kind of reus-
ability. The Platform contains a lot of software components. These software compo-
nents implement the most frequently used data structures and algorithms in MT sys-
tems. The relations between these software components are clearly defined. These
software components can be used independently. The platform supports the devel-
opment of MT systems of different language pairs, and provides the API functions for
specified natural language. The software components are easily extended to fit dif-
ferent types of MT systems.

3 Algorithms

We use the transfer approach in the system. The process of the translation is: mor-
phological analysis, structural analysis, transform, structural generation and morpho-
logical generation

The morphological analysis of Chinese is much more difficult than that of English.
There are two kinds of ambiguities in this phase: segmentation ambiguity and tagging
ambiguity. The morphological analysis of this system includes four steps:

1. overlapped words processing and dictionary consulting

2. rule-based disambiguation of segmentation

3. rule-based disambiguation of tagging

4. statistical disambiguation of segmentation and tagging

In the last step we use a HMM model. A threshold is used to discard the tags with
low probability [8]. Because we use a nondeterministic algorithm, we need not to
eliminate all the ambiguity in this phase. The ambiguities that cannot be eliminated
are kept to the phase of structural analysis.

The structural analysis relies mainly on syntax features and uses the semantic in-
formation for reference. Semantic analysis is done simultaneously with the syntactic
analysis.

A modified Chart Parsing algorithm is used in the structural analysis phase. We
use a statistical algorithm to improve the efficiency of parsing. A probability is given



to each potential node by scoring function, which use PCFG as the model [8]. When
the parsing of the source sentence failed, a kind of “soft failure” technique is used to
give the most likely result.

In the phases of transform and structural generation we use the algorithm which we
call it “local sub-tree transform algorithm”.

4 Knowledge Bases

There are 10 knowledge bases of different kinds used in the system.

Language model is very important in machine translation. We defined a special
knowledge base calledanguage Modeto define all the lexical, syntactic and se-
mantic categories and attributes of source and target languages. All the linguistic
symbols used in other knowledge bases must be defined in the Language Model. The
language model of this MT system chiefly originates from the “Grammatical Knowl-
edge Base of Contemporary Chinese”[10]. The analysis of this MT system relies
mainly on syntax features and uses the semantic information for reference.

There are sixulebasesused in different phases of the translation. The rules in
rulebases are global rules, which are available in all situations. Local rules, which are
restricted with certain word, are stored in the dictionary. The format of global rules
and local rules are the same. The basic format of all the rulatiern + Unifica-
tion Equationssomewhat like the format of rules in LFG grammar.

A bilingual dictionary is used in the MT system. It contains not only the meaning
items, but also the local rules restricted with the words.

The example basés actually a corpus for the MT system. On one hand, it stores
collected bilingual text. On the other hand, it stores the entire sentences that have
been translated by the MT system. The source text, target text, source trees and target
trees are stored. Users can modify the translations and trees stored in it. The example
base is used to evaluate the translation of the system and to generate the statistical
data that is used in the scoring functions in lexical analysis and parsing. We are de-
veloping another example-based translation engine for this system at the same time.

The statistical databasstores the statistical data used in the scoring functions in
lexical analysis and parsing. The data is generated from the example base.

5 Current State and Future Works

A training set of 4,000 Chinese sentences has been used to train the system. These
sentences are selected on purpose, which cover the most frequently used patterns of
sentences in Chinese. About 90% of the translations of the sentence in the training
set are understandable, which means people may know the meaning of the source text
from the target text. In the open test of Chinese-English Machine Translation Sys-
tems held by the Steering Committee of Chinese Hi-Tech R&D Plan in March 1998,
this system got a good result, about 71% of the translation is understandable. Usually



the result English sentences are not very proper in grammar. The most common
mistakes are on articles, number of nouns and tense of verbs, because there are no
corresponding linguistic features in Chinese and it is very difficult to generate these
features in the translation properly in high correctness.

The future work we plan to do includes: use more Chinese sentences (about
10,000) to train the system, expand the corpus, improve the statistical algorithm, and
add an example-based translation engine.
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